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Analysis of the Methods for Solving Game Puzzles such
as «Flip-Flop»

There is a variety of popular puzzles having a goal of reducing an arbitrary binary matrix to either all
“0” or “1” matrix. In this paper we study methods for solving “Flip-Flop” like puzzles of dimensions 3x3, 3x4,
4x4 applying tools of logical analysis of situations, combinatorics and discrete mathematics. We found that
applying the method of sequential analysis of each combination that works well for 3x3 matrices is cumbersome
and inefficient for matrices of 4x4 and higher dimensionalities. Therefore, we discovered and analyzed
algorithms named trait selection method, stream method and snake method which work better

We concluded that in order to find an optimized solution it is helpful to check if each current
combination matches one of the pre-final ones, or to swap «0»s with «1»s and vise versa.
computer puzzle games, logical situation analysis, combinatorics, discrete mathematics, trait method,
stream method, snake method

FO. M. [Iapxomenko, jao11., Kaua. Texd. Hayk, M. 1. [lTapxomenko, noir., JI.Pu6akosa, joi., A. P. Bokuii
LenmpansHoykpaunckuil HAYUOHAIbHLII MexXHuYecKutl ynueepcumen, 2.Kponusnuykuii, Yxpauna
HcciienoBanue MeTOI0B pellieHHsI MIP- rojioBojioMok tuma «Flip-Flop»

CyIiecTByeT MHOMKECTBO IIOMYJIAPHBIX TOJIOBOJIOMOK, IIEJBI0 KOTOPBIX SIBJISICTCS COKPAILCHUE
MIPOU3BOJBLHON TBOMYHONW MATPHIBI 10 JIt000H Marpuiel «0» win «1». B 3TOi craThe MbI H3ydaeM METOIbBI
peLIeHUs] KOMIIBIOTEPHBIX HIP-rosioBosioMok Tuma «Flip-Flop», ¢ matpunamu pasmeprocreit 3X3, 3x4, 4x4, ¢
HCIOJIb30BAHUEM MHCTPYMCHTOB JIOTHYCCKOT'O aHaJIu3a CHTyaHHﬁ, KOM6I/IHaTOpI/IKI/I )51 }IHCKpCTHOﬁ MaT€MaTHUKU.
Mpbl ompenenuiad, 4YTo TPHUMEHEHHE METOJa IOCJIEOBATEIbHOIO aHajin3a KaXJoW KOMOHWHAIMH, KOTOPBIH
xopomo pabdoraer st Marpul 3X3, sBISeTCs I'pOMO3JIKMM W HeaddexTuBHBIM Ui matpul 4X4 u Oosee
BBICOKUX pa3MepHocTeld. [103TOMy MBI HallIM ¥ TPOAHATM3HPOBAIN AITOPUTMBI, Ha3BaHHBIC METOIOM BhIOOpa
MIPU3HAKOB, METOJIOM «PYUeHKa» H METOJIOM «3MEHKH» , KOTOpbIe paboTAIOT JIyylLe.

MBI TpUOUIH K BBIBOAY, 4YTO JUI HAaXOXICHHS ONTHMAIbHOIO PEIICHHS IOJE3HO IPOBEPUTS,
COOTBETCTBYET JIM KaKAas TeKyllas KOMOWHAIMs OIHOW M3 IPEIKOHEYHBIX, U CBOEBPEMEHHO BMEIIATHCS B
mporece, JH00 TMPEABAPUTENBHO 00paboTaTh COAEPKMMOE WCXOTHOH MATPHUIBl, YTOOBI ONTHMU3UPOBATH
KOJIMYECTBO siueek ¢ kogamu «0» mmm «1».

KOMITbIOTEPHbIE HIPBHI-TOJOBOJOMKH, JOTHYECKHH AHAJIM3 CHTyalHuii, KOMOMHATOPHKA, JAHCKPETHAs
MaTeMaTHKA, MeTO/l BblIeJIEHUsI IPU3HAKOB, METO «pydeiika», MeTo «3MeiKn»

Statement of the problem. Mental games like checkers and chess appeared in ancient
times as a mental leisure activity. With the rise of educational level they have become more
sophisticated, and the circle of their fans has been growing. Gradually, games became not
only a type of leisure, but also an object of scientific research. At the turn of the XIX and XX
centuries, the Game Theory emerged, and since then it has been constantly evolving finding
applications in economics, sociology, biology, industry, military and other fields of human
activity. The state of the art in decision making relies on simulation of game situations,
behavioral analysis and optimization methods in order to find the best strategy.

Among the growing number of computer games, the so-called puzzle games are of
great interest to young people and adults. Solving puzzles requires careful analysis of
situations and finding logical and mathematical patterns to determine the right sequence of

© Yuriy Parkhomenko, Mykhailo Parkhomenko, Ludmila Rybakova, Andriy Bokiy, 2019

190



ISSN 2664-262X IlenrpanbHOyKpalHChKNil HayKoBui BicHuK. Texuiuni Hayku, 2019, Bum. 2(33)

actions. Some puzzles stimulate theoretical and practical advances. For example, the
number of different states of Rubik's cube reaches 43 quintillions of combinations. At the
same time, it is known that applying so-called «algorithm of God» allows solving the puzzle
in no more than 20 steps from any state. Rubik’s cube became not just a toy, but also an object
of research for mathematicians and engineers. Even today such puzzles as «Crossbones-
Nulks» and Game of Fifteen that people have played for generations have not lost their
popularity. At the same time a lot of newcomers, like «Threes!», «2048», «Sudoku» and
others have appeared.

The «Flip-Flop» puzzle, that can be found on the internet in different variations
caught our attention. The essence of the game is as follows. At the beginning of the game
matrix cells 4x4 are filled with «0O»s or «1»s randomly. When a matrix cell gets activated,
the values of the entire row and column at the intersection of it are changed to the opposite
codes, that is, «0» becomes «1» and vice versa. The objective of the game is to bring all
matrix cells either to «0»s or «1»s (depending on the given goal) in a finite number of steps.
There are several modifications of the game that differ by cell content; instead of «0» and
«1»s game designers use flowers, berries ("Fruity Flip Flop™) and the like. There are also rule
differences when the activation of a cell changes the values of the adjacent cells as opposed to
changing the entire row and column.

This paper explores the original version of the game, i.e. when all values of adjacent
row and column get changed.

Analysis of recent researches and publications. As the Flip-Flop experience
shows, achieving the goal of arriving to the matrix with all Os (or 1s) from an arbitrary initial
combination in a finite number of steps is not an easy problem. It is hard to foresee what
combination occurs in two or three steps ahead even in matrix 4x4 because seven out of
sixteen cells change their values at each step. In order to solve the puzzle we have developed
and analyzed an algorithm that allows us to reach the solution of forming either all-Os or all-
1s matrix in minimal number of steps for any m x n matrix.

Studying references like Game Theory [1, 2], Discrete Math [3], Artificial
Intelligence [4], Combinatorics [5], and experiences with similar puzzles at braingames.ru
convinced us to use simulation, formal logic and combinatorics.

Statement of the objective. The aim of the article is to determine the methods for
solving the problem of reducing the arbitrary combination of matrix codes, with a minimum
number of steps, to one "0" or 1" and to build the algorithms that will provide this process.

The main material.

Terminology. We use the following notation:

- binary numbers 0 or 1 are used to fill matrix cells;

- (i=1,2,3...m) denotes <i-th> row of the matrix;

- (j=1,2,3...m) denotes <j-th> column of the matrix;

- (i,j) denotes i,j matrix cell;

- instead of binary code (of a row) hexadecimal code may be used. Therefore instead
of representing a matrix as a collection of cells we may represent it as a list of (hex) codes of
its rows;

- activated cell is denoted by either 0. or 1,;

- “zero” matrix - matrix consisting of 0s;

- “unit” matrix - matrix consisting of 1s;

- when a cell gets activated, the content of each cells in its row and column gets
inverted («0» becomes «1» and vise versa).

- an arbitrary combination of the matrix at the beginning of the game is generated
programmatically using a binary random number generator;
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- since algorithms for the formation of «zero» and «unit» matrices are similar, we
focus on obtaining «zero» matrix.

Analysis of the ""Flip-Flop™ Solution for 3x3 Matrix.

Before proceeding with the study of a solution for matrices of 3x3 size, we will
analyze forming a «zero» 2x2matrix. In doing so, we will simulate all possible initial
combinations and form the final «zero» matrix from them by analyzing the current
configuration and determining the strategy for the next step (Fig. 1).

.0 .01 .00 .11 .10 .00 .11 .00 .11 .10 .00
Do12112%00%0 0 %121 %00%9171 %01 00 "1 Y00
1001 .11 .00 .0 .01 .10 .00
000110 00 00 10 P11 Y0 0

Figure 1 — The sequence of formation of «zero» matrix with different initial combinations
Source: author's development

The analysis of the obtained solutions shows:

- in order to reach the «zero» combination, it necessary to arrive to the pre-final
combination in which activation of the critical cell results in forming the «zero» matrix;

- all possible pre-final combinations are formed at the intersection of matrix cells, so
their number corresponds to the number of the matrix cells (for the matrix 2x2 =4);

- the search strategy is to find one of the four final combinations, which makes it
easier to solve the problem;

- examples 4 and 5 show that starting from the same input, the sequence of steps for
reaching one of the final combinations may be different but the result is the same.

It follows that for the matrix 3x 3 there are 9 pre-final combinations. All of them can
be expressed number triplets: 7-4-4; 7-1-1; 4-4-7; 1-1-7; 7-2-2; 2-2-7; 4-7-4; 1-7-1; 2-7-2.

1 2 3 4 5 6 7 8 9
1]1/1| (1f1f1} |1|0|{0] |O|Of1| |1|1|1] |Of1/0f |[1]0|O| |O|O|1]| |O]|1|0
110/0| (0(Of1] |1]|0{0| |OJOf1| |Of1]|0] |OJ1({Of (1}21]1| |1j1}1] |1]1]1
110/0| |0O|Of1] |1|1|1] |1|1f1| |O|21|O] |1|1j1| |[1]|0|0| |O|O|1] |O]|1|0

Figure 2 — Table of final combinations for matrix 3x3
Source: author's development

Searching for a long time for ways to reach one of these combinations did not give
positive results. At the same time, the following has been established: the modulo 2 sum of

columns and rows of all pre-final combinations is equal (sum |2|= 7,); if the current

combination is even (sum|2|: 0) then the next combination is odd, so the pre-final

combination must necessarily be even; when activating an arbitrary cell, for example (2,3), in
the current combination (let’s call it combination A) and then the same cell in the resulting
combination, then the first combination (i.e. combination A) will appear again; if in the odd
combination (2-5-0) sequentially activate cells (1,1) and (1,2), then two new even
combinations will be formed, if in the first of them (5-1-4) activate cell (1,2), and in the
second (5-7-2) activate cell (1,1), we will also obtain new, but absolutely identical
combinations (2-3-6) (Fig. 3); this partly explains why the process may be infinite, that is the
sequence of actions results in the same combinations making it cyclical.
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Sum 2| |1{1{1| |o|0|0| |1|1|2]| Sum|2] |1|1|1| |o|O|O| |1|1|1
0./1]0] [1]o.J1] [o[1]0 0l1.Jo] [1.]o]1] [o]1]o0
1 1jo[1»|o]o|1»[0]1]1] 2 1jo[1]|=[1]1]1|=»|0]1]1
ojoJo] [1]ofo] [1]1]0 ojoJo] [of1fo] [1]1]0

Figure 3 — Repeatability of combinations
Source: author's development

Let’s get back to the search for combinations which lead to forming the pre-final and
final matrices. The analysis has revealed the following:

- activation of the cells with the code «0» in each of the 9 pre-final combinations
(Figure 2) result in 6 new types of matrices (Fig. 4, Examples 1-3) having 6 copies of each
(4x9=36), which differ from each other by rows with codes 3 5 6 (3-6-5, 6-5-3, 5-3-6, 6-3-5,
3-5-6, 5-6-3);

- activations of the cells with code «1» in each of the 9 pre-final combinations (Fig.
2) result in 18 new matrix types (Fig. 4, Examples 4-9), which differ from each other by rows
with codes033,055and 06 6;

- when performing reverse actions - activation of cells with codes «1» in front of the
pre-final matrices with rows having codes 3 5 6 (Fig. 5, examples 1-3) different combinations
of the pre-final matrices are formed (Fig. 2);

- when performing reverse actions - activation of cells with codes «1» in front of the
pre-final matrices with the rows having codes 0 3 3, 0 55 and 0 6 6 (Fig. 5, examples 4-9)
different combinations of the pre-final matrices are also formed ( Fig. 5, examples 4-9);

- activations of the cells with code «0» in front of the pre-final matrices with rows
having codes 3 5 6 result in forming the pre - pre final matrix with combinations of rows
having codes 1 2 4 (Fig. 6, Examples 1-3);

- activations of cells with code «1» in front of the pre-final matrices with row codes 0
33,055 and 0 6 6 result in forming the pre-pre pre-final matrix with row codes 1 2 4 (Fig. 6,
examples 4-9);

- when performing reverse actions - activation of cells with codes «1» in front of the
pre-pre pre-final matrices with row codes 1 2 4 the pre pre-final matrix is formed with row
codes 3 5 6 (Fig. 7, Examples 1-3);

- when performing reverse actions - activation of cells with codes «0» in front of the
pre pre pre-final matrices with row codes 1 2 4 the pre pre-final matrix is formed with row
codes033,055and 06 6 (Fig. 7, examples 4-9).

Matrix Forming with row codes 3 5 6 by activation of cells with code «0»
@1]0.]0] |[QO|1|1] |[D]1]0]0.] |DO|1]1] [(2]0|1]|0]|] |(6)]1]1]0
LA 1](0]0[=|6)1[1]0(2.|{(H]1[0]0|=|B)1[0]21(3.|(M]|1|1]1|=|(3)]0|1]|1
M 1)1]1] |(B)1(0|1] |[(M1]1]1] (6)1]1]0] [(2)]0.[1]0] |(B)1]|0]1
Matrix Forming with row codes 03 3,055T1a 06 6,

@)1.10]0] |0 |1|1| |[D]1]0]0] |(®/O|0]|0O| [@D]1[0]|0] |(6)1]1]0
4./(41]0(0|=(0))0[0[0]|5|H[1.]0[0|=|(3)[0]1]1]|6.|(41]|0]|0|=|6)1]1]0
M1)1]1] [Qofj1|1] (M1]1]1] |O|1]1] [(MH1|1|1] |(0)]0]|0]|0
by activation of cells of pre-final matrices with code «1»

(M{1j1)1] |B)J1joj1]| |(M1j1)1] (B)1]0|1] [(M|1.[1]1] [(0)O|0O]|O
7.(2)[0(1.|0|={(5)[1]0]1(8.|1(2)|0|1]|0|={0)0]|0[0]|9.{(2)|0|1|0|=|6)1]|1]|0
(2|0]1]0] |(00]0|0] |@]0]1.|0] [B)1]|0|1] |@|0]1.|0] [B)1]1]0

Figure 4 — Examples of forming matrices with row codes 356,03 3,055,and 06 6
Source: author's development
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Forming of the Pre-final Matrix with row codes 3 5 6 by activation of cells with code«1»
3011 |BD]1]|0]0] [RA|O0]1|1] ((MHjL1|1|1] |B)L]1]0] |[(M1]|1]1
L@©)|1{1({0|=|D1]|1]1(2.|5)|1.]0|1]|={2)[0]1]0(3.{(3)|0|1]|1.|=|(4)|1]|0]0
G)1(0[1] |[(@®[1]0]j0| |B)|1]1|0] [@[0]1]0]| |B)1|0|1] [W|1]0]0
Forming of the Pre-final Matrix with row codes 033,055 and 0 6 6,

(3)[0.[1]1] |[@[1]0]0| |(O®[O]0.|10] [(MH{1]1]1| [B)|1[1]0.] |(DO|O|1
4.0(0)0]0[0(=|H][1]0]0|5(3)0]|1[1|=|(1)]|0|0]|1|6.(6)1]|21[{0|=|(N)]1]|1]|1
o111 |[(M1]1]1| |30]1|1] [(D/O]O|1| |[(O]O|0|O| |DO|jO|1
by activation of cells with code «0»

B)1]0./1] [([0]1]0f |®B))1]0.]1] [([0]1]0]| [®)|1]1]0 71|11
7.00)]1(0]1=|™)]1[1]1]8.1(0)J0|0]0|={(2)]0]1]0]9.{(0)]0|0|0|=(1)0|0]|1
0)0]0|0] |@]0]21]0] [B)1]0]1] ((MHj1|1|1] |(B))L1]1]0.] |[(D|O|O|1

Figure 5 — Examples of the formation of final matrices from before the finite

Source: author's development

Forming of the matrices with row codes 1 2 4 by activation of cells having code «0» in the
matrices with row codes3 5 6,

@o.J1]1] [@[1]o]o] [@®o]1]1] [@W]o]Jo]1] [®l1]1]0] [@]1]0]0
1.1®6)1]1]0(=|(2)0]1]0]|2.{B)1]0.|1]|=|(2|0]|1|0[3.|(3)|0|1]|1|=|(1)0]|0]|1
G)1|0]1] |(WD/Ojoj1| (B)1]1|0] |W1]0|0] |B)1]0.]1] |(2)]0]|1]0
Forming of the matrices with row codes 1 2 4 by activation of cells having code «1» in
(3)01.]1| |[(@®1]0]0| [(O/O|O[0O]| [((@/0][1|0] [B)L1][1]0] |(D|0]1]0
4.10)]0]0(0(=((2]0]1]0(5.|(3)]0(1.]|1|=|(4)]1]0]|0]|6.{(6)[1.]1]0|=|(1)|]0|0]|1
(30|11 |[WD|ofO]1] |B0]1|1] |[(DOofO[1] |O[0]0|0O] [@1]0]0
the matrices with row codes 033,055 1a 06 6.

G)1.|0]1| |[@[0]1]0| (B1]|0o|1] (Vo]0 |1]| |6)]1]|1]0] |H1|0]0
7.15)[1(0|1|=|(1)]0|0|1(8.{(0)]0|0|0|=|(4)1]|0]0]9.{(0)0|0|0|=|(2)]0|1]|0
@[0|0]0| |@®[1]0]0]| [(B)1.|0|1] |@/0]1|0] |6)]1|1.]0] |(DO]|O]|1

Figure 6 — Examples of forming matrices with 1, 2, 4 row codes from the pre pre-final matrices
Source: author's development

Thus, we reached a cycle: in order to output «zero» matrix, it is necessary to get to
one of 9 pre-final matrices, however we can get to any of them only from the pre pre-final
matrix with row codes 356,03 3,055 and 0 6 6; the pre pre-final matrices are formed from
matrices with row codes 1 2 4, and the latter are themselves formed from the pre pre-final
matrices with row codes 356,03 3,055 and 0 6 6. Hence, we can conclude that the
solution to the problem for 3x3 matrix only exists if the row codes generated by the random
number generator match one of the 30 possible codes 12 4,356,033,055,and 06 6, in

all other cases the problem has no solution.
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Forming of the matrices with row codes 3 5 6 by activation of cells having code «1» in the
matrices with row codes 1 2 4.

H]1.]0]0] [(3/0]1]1 Djojoj1] |3/0]1]1 4]1]0]0] (B)1]|1]0
Li20|1|0|=|6)]1]1]0(2.](2)]0|1.|0|=(5B)]1|0]|1]|3.{()|0|0|1|=]|(3)0|1]|1
Djojoj1 (5)1]0]1 @]1]0]0] [B)1|1]0] |]0]1.|(0| |B)1]|0]1
Forming of the matrices with row codes033,055and 06 6
4]1]0.]10 3)0]1]1 4]1]0]0] [(©)0|0]|0] |@A|0]1({0| |B)1]2]O
4.1(2)0]1]0(=|0)0]|0]|0|5(@|1.{0[|0|=]|(3)|0|1|1]|6.[(1)0.|0|1|=]|®6)]1]|1]|0
Djojoj1 (3)0]1]1 M|1]1]1] |(3|0|1]1 #]1]0]0] [(O0|0]0
by activation of cells having code «0» in the matrices with row codes 1 2 4.
(2)|0.[1]0] |B)]1|0]1 Wjofoj1| |B)1|0]1 A|1(0]0] |B)|1|1]0
7./D[0[0[1|=]|(5)1]0]1(8.|(4)1|0]|0|={(0)]0[0[0]9.|(2)]0|1|0|=|0)0|0]|0
@]1]0]0 0)0]0]0| |(@0.]1]0] |(5)|1]|0]1 (1)]0]0.]1 6)]1]111]0

Figure 7 — Examples of forming the pre pre-final matrices from matrices with row codes 1 2 4
Source: author's development

Search for algorithms for solving the "'Flip-Flop™ problem for the 4x4 matrix.
Following similar steps as in the previous section, we first determine the pre-final
combinations. Their number corresponds to the number of cells in the matrix
N =mxn=4x4=16, and the configurations correspond to cells at the intersection of rows
and columns with either codes «1» or «0». For each of the 16 pre-final combinations, you can
create 15 pre pre-final ones, the total number of which is equal 15x16 =300. It is hard to
keep them in memory for a regular person. Getting to the pre-final or the pre pre-final
combinations by analyzing the current combinations and determining the optimal solution for
each subsequent step proved to be quite difficult as at each step the current matrix codes are
changed to the opposite in 7 cells out of 16, so tracing the result for 2-3 steps is even harder.
Therefore we abandoned attempts to find the best next step at each combination focusing
instead at a search for an algorithm capable to find a solution in finite number of steps. The
first algorithm was inspired by the following analogy: a reader wants to finish a book quickly
and she cares only about her favorite character, so she opens the first page, finds a section
talking about her favorite character, reads it and moves to the next page.

Method of sign allocations.. Since the number of steps to obtain «zero» matrix in
this method varies and can exceed two dozen, in order to make the explanation less
cumbersome and more visible, we are going to expand the whole sequence of matrix
combinations in the long rows (Fig. 9), and use the tables only for demonstration of the first
few steps (Fig. 8).

1-st step 2-nd step 3-d step 4-th ste 5-th ste 6-th ste

(8)]1.|0]0]|0 0[1.]1(1 110010 0/{0|0|0 0/0]|0]1 0|1]|0]1
(2)0010:>1010:>1-110E>0001-:>1110:>1010:>
(jojojo|1 110]0|1 111]0]1 0(1/0]|1 0(1.]0]0 1/0(1.|1
(M|oj1)1|1 111(1]1 11011]1 0(0]1]1 0(0|1]0 0(1/110

Figure 8 — Sequence of actions according to the method of signs
Source: author's development

The algorithm for implementing the sequence of actions by the method of signs is as
follows. If you want to get to the «zero» combination, you need to activate the necessary cells
with code «1», in the «unit» combination then you need to activate cells with code «0» . Your
chosen code serves as a sign. Consider an option to getting to «zero» combination (Fig. 8, 9).
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The first step begins with activation of the cell with the code «1» in the input matrix (marked
in bold type with a dot).

Note: You can start with an arbitrary cell with code «1» and at an arbitrary step of the game.

When a new combination is detected, going clockwise we skip all cells with code
«0» until we detect the first cell with code «1» in the same or next row, but farther from the
active cell in the previous combination, and activate it.

We make the next steps following the same rule. If the last activated cell with code
«1» was in the last (i.e. fourth) row, and after it in the same row of the new combination there
are no cells with code «1» then going clockwise we identify the first cell with code «1» in the
first line of this combinations and activate it (see Figure 9 transitions from 7 to 8, from 14 to
15 and from 23 to 24 steps). We continue to perform similar steps until «zero» combination
appears. This method is not optimal, but guarantees finding a solution to the problem.

N

/o 1-st row 2-nd row 3-d row 4-th row [16-th row code
0|1 1

=]

NI S D S S S Y T T Y Y ey iy
RN~ |S|o|o|~N|o|o|b|w| N k| o|@R| N0 A~ N =

N
N

25
26
27
28
29

O|r|kr|r|lo|FP|lolo|lo|lr|r|olr|o|FP|r|r|r|lo|r|lojlo|lo|lojo|o|r|o|F-
o|lo|r|r|Oo|kr|r|rk|lo|o|o|r|o|F|lo|lo|o|r|FR|k|o|o|r|rk|lo|lo|lo|F|o
o|lo|o|r|O|R|r|lojlo|lo|r|o|FP|o|r|o|rR|FR|FR|FRO|lkR|FR|lo|lo|o|o|+—|o
o|0o|o|o|FRP|lo|lo|lo|o|o|lo|FP|o|lr|o|lo|o|r|o|olP|kr|krk|lklo|lolr|lo
Ok |r|o|o|r|o|jo|lo|r|o|o|o|o|r ||k k|lolFP Rk kP olFP | Irlo
o|o|o|r|o|lo|lo|o|o|o|r|o|lo|lo|o|o|o|o|o|r|o|lo|o|o|o|FP|lo|lo|o
o|lr|o|lo|o|r|o|r|o|lP|r|r|kr|rlo|lo|lo|o|F|lo|lo|o|o|r|o|o|kr|—|o
o|lo|FPF|r|rrrlolFlolo|lo|lo|r|kr|kr|rIFPo|loo|lor|olFP| | r|lo|lo
o|o|r|o|o|o|o|F|o|r|o|o|r| k| |lolF ok ||k |lo|lo/FP|loolo|o|o
o|lo|r|r|o|lo|lo|r|olr|r|lo|lo|lo|lo|o|o|o|kr|r|o|lo|o|r ok
o rrrolFPlrirrlolololo|lo|r|o|r|Oo|r|o|jo|r|o|lo|lo|o| | |o
o|lkR|r|lo|lo|o|r|o|o|o|r|r|lo|lo|lo|FP|lo|lo|lo|o|lo|FP | ok |rR|kr[Fk|k|F
ol kr|lr|lololr|kr|krkir|lolololor o|lkr|k kol lololo|r|k|k|k
olo|Oim|, Mool >|o>|o|>|o|>|To|m|k|w| ||| o|oo|~| o
olo|Olw|N | v o~ O|wNo|~OIMO|c|lo|m|m|O|oo|> M~ |m|>| N
o|lo|NlO|A~O|IMT|~TWo|o|>Mo|~o|ldhTOlw(vo|~mlhlo||lo|-
o|lTmmlo|w|o|TU|o|rRr|w|[N|o|MO|w O|lu|To|dmldlo|/Ndw| | MmN

=ll=llali=1l=ll== =1l o=l == == = =1 =1 =]
o|lo|o|FP|r|r|,|lo|lo|lo|/FP|r|o|o|o|r|o|lo|o|kr|krr| oo k|o|k |-
olr|lolo|lo|o|r|r|lolo|lo|o|o|kr|r|olr|kR|kr|kkr|lolFP|Ir|lololo|-

Figure 9 — Illustration of the Sign Method Algorithm
Source: author's development
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Though the algorithm does not find the optimal solution, its analysis gives us useful
insights. While tracing each step of the algorithm, we repeatedly identified combinations
which could reliably bring us to the pre-final and final combinations much earlier than the
algorithm did. This may be explained by the fact that the player does not analyze the current
combination, rather she activates a cell that is provided by the rule, and not the one that is
required by the logic. Therefore, when applying this algorithm, it is advisable not to mechanically
follow its steps but to analyze each current combination in order to timely detect the pre-final
one thus effectively impacting the algorithm flow in order to finish the game earlier. This will
significantly reduce the number of steps and make the game much more interesting.

We tried finding more optimal algorithms that are based on the rigid sequence of
actions. We called the first of them as the «stream» method. We have identified several
modifications and optimization paths for it.

The «stream» method. The essence of this method for the 4x4 matrix is as follows.

All cells with code «0» of the input matrix are numbered from the first row to the
last, traversing them clockwise (similar to the flow of the stream) (Fig. 10, 11).

Below we only use addresses of the numbered input cell. We activate the cell with
number 1 in the input combination and get a combination with number 1 (see Figure 11). In
the resulting combination we activate the cell that is located at the address of the cell with
number 2, regardless of its contents. In combination number 2 we activate the cell with number
3 and so on. After activating the last numbered cell of the input matrix, we get a combination
(No. 8 in Figure 11), which we set as the basis for further action.

e _—
= =
L o
=== j ==
stream snake

Figure 10 — Cell treversal type
Source: author's development

Input 1 2 3 4 5
1501.102 of1/0(2.] [1]0]1]0O 1/0(11 1/ol1]0 olof1]0
o0°[1]1]0 olof1z]o] . [o]of2|e|. . [2]2|o]0]| [2.]2]0]2|.|O]0O]1]0O
110t [1lololz]"[1lololol"[2lololz|"[10ol0o 0]~ 000, 0
o®[1]o’lo*| [o]ofo|o| [o]olol1]| [o|o]ofo.| [2]2f2|2| [O]2[1]1

6 7 Basic 1 2 3
olo|o]0 olo[1]0 113.01jo of1]0.]1 1/0(1]0 olo|1]0
olofo|o|.[{o]|o|1]o] [2°]o|1*|o|.|o]0O|1]0] [o.lOfO]O] [21]2]2.|1
TSl alolz|" oo~ a1 lol1 |- 12|11~ [ol1]1]1
ol1]o.[1] [1.|o]1]0O ol17lo[1®%] [1]1]0]1 1/1(1]1 ol1]1]1

4 5 6 7 8

oloJo]o| [o]1]o]o] [o]1]o]1] |o]Jolo|1] |o]o|o[0]| [Thegoalis
oloflof[o|.|o]1]ofo].|o]1]o[2].]o]0f0]2]_|0]l0]O]O] [achievedin
ooz~ [1lol1lol"[olzolz]|"[olofolz] [0lo]o0 16 steps
ol1{o|1]| |o|lo|o|1]| |ofo.lo]|O| [21|1]2(2.] [O]O]O]O

Figure 11 - Algorithm for solving the problem by the stream method
Source: author's development
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Now we enumerate its cells which have code «1» by sequentially traversing the rows
starting from the beginning of the first row to its end, then from the end of the second row to
the beginning of it, again from the beginning of the third row to its end and from the end of
the fourth row to its beginning.

This traversal looks like the snake movement (Fig. 10). Starting from the base
combination we keep executing the sequence of steps of the described above algorithm by
activating the cell with the next sequential number. Again we get combination number 1. We
activate its cell with number 2, etc. After 16 steps we get the desired result - the «zero» combination.

The «snake» method differs from the «stream» method only by the way of
traversing the positions of the input matrix while enumerating the cells. The cells of the input
matrix and the following base matrix are numbered identically along the trajectory of the
snake movement (Fig. 10). The sequence of actions in both algorithms is the same. In all
combinations, namely incoming, base, and current, cells with the number and location of
which are determined in the input and base matrices are activated. The method for
determining the cell numbers and the traversal algorithm is presented in Fig. 12.

The simulation results showed that in order to reach the zero matrix by the snake
method it is possible to start enumeration of the input matrix cells either with code «0» cells
or code «1» cells. In any case the activation begins with the first numbered cell of the input
matrix. In the base combination, cells with code «1» are enumerated. To reach the «unit»
combination the cells with the code «0» of the input and base combinations are enumerated.

If the input matrix has the number of cells with zeros greater than 7, then it is
desirable to change them to codes «1» at the first step. To do this, you need to activate a cell
at the intersection of a row and a column with the largest number of zero cells. Then the
resulted combination shall be taken as the input matrix and you need to perform the above
sequence of actions on it. This procedure will reduce the number of steps, and therefore
optimizes the process. An example of optimizing the exit process from the input matrix
given in Fig. 12 to «zero» matrix is shown in Fig. 13. As the figure demonstrates the total
number of steps is decreased by 2 in comparison to the example presented in Fig. 12, and the
number of steps to reach the "zero™ matrix from the simplified input matrix is 12.

Input 1 2 3 4 5
1013.102 ol1]o]2.] [2]0]1]0 1]1(1]0 ol1]1]0 olof1]0
110°1]1 1)1(1]1 1{12.[1]o]|.[00]0]1 1{oflof1|.[1]1]0]1
o'lotlo? (2|~ [ol2]olz]~ o[z olo] " [olololol=[2]Ll2]z]"[0l0]o.[0
o’lo®l1(0] [ofa[21|o| [o]o|1]2] [O]O]1]12 1lof1]1 1{1]1]1

6 7 8 Basic 1 2
ololofo 0(0[0]1 0(1]/0]1 11.120413 0l0.[1]0 1/1]0(1
111112 1l1(2]o|_|1lo]2]o]_ |o]0O[1*0 1lof1]o|.f1]2]21]0
MOanREMEERNEAENRRMINEDMEAERMERRE
111]of1.| [ofo.[2|0| [a,]2|0]2] [O]O]2°0 1lof1]|o| [1]1]1]0

3 4 5 6

olol1]o| [o]olo]o| [o|o]1]0]| |o]o]0O]O The goal is
1/1(1.]1 0/0|0]|0 0|0(|1]0 0|/0]0]0 achieved in
MOanREMERERAMONANMOERRE 15 steps
11111 1/1(0]1 1/1]1]1] [o]ofo]oO

Figure 12 - Algorithm for solving the problem by the snake method
Source: author's development
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Analysis of feasibility for solving the "'Flip-Flop™ problem for the 3x4 matrix.
The number of final combinations for the 3x4 matrix is equal to the number of its cells
3x4=12. Since the 12 pre-final combinations can be obtained from 12x11=132 the pre
pre-final ones, the probability of solving such problem is high.

Fig. 14 shows an example of solving the problem by using the above-mentioned
«snake» method which can find a solution in 10 steps.

Input 1 2 3 Basic

1/o]1]o0 1/1[12]0Y [ofo]ol1 ololo]o ololo]1 1.1040312
1/o0l1]1 1{1]1]12 1/1]1]o0 11111 1l22lo] [o]2%2%]0
ofololz|-[xlzlao? "1zl (" [olololo]~[0ololol |  [*[olo]®"
olof1]o] [o*1]21|0°] [of1]1]1 o(1/1]0.| [1.]o|0]|1 0[1%[1770

1 2 3 4 5 6
of1]127o.] [1]of0]1 1]0f1]1 1]a72T2] lofafal2| [ofz2]2]0
1]1]1]0 1]1]2.]2] . [ofo.[o]o0 ARRERDERARNDERR
=rotololz~[olololo|"[ololzl0o]" o120l [1ololL|"[ol1[z]0]"
1{1]1]o0 1/1]1]1 1/1]0]1 1/ofol1] [o|o]o]1] [ofo]o.]O

7 8
0/1{0]|0 0j0j0]|0 The goal is
~[0]1]0]0]_[0]0]0]O achieved in
0/1(0]|0 0{0|0]|0 13 steps
1]1.[1]12] [ofofo]o

Figure 13 — An example of optimizing the solution process using the snake method
Source: author's development

When you get to the basic combination, the question arises if we need to enumerate
cells with units or zeros. When enumerating cells with code «1» the process proved to be
long, and enumerating of zeros quickly leads to the solution. It required 17 steps to solve the
problem by the sign method, however the player has to timely detect the pre pre-final
combination and «manually» interfere in the solution process. It is encouraging that the above
methods were also suitable for matrices of size mxn. However, solving the problem for
matrices of higher dimension were not investigated in detail.

Input 1 2 3 4 5
0f1]0%|1 1lof1]o0 o[1]o0]1 o[1]1]1 olof1]1 olo|o]1
1/1]0®l1|=(o]1|o]1]=]0]|1]2lo|=[2|0]0|0|=[2|2]0|0]|=2|1]1]0]|=
1[0%*|0°[0®| [o]o|oO]O olo[1]0 ololo]fo 1/1]1(1 olofo]o
Basic 7 8 9 10 11
o.o?[o’]o*] [1]1.]1]a] |o]o]o.[0 1/1]1]1.] [o]o]o]0] |[Thegoalis
:>1111E> 111:> 11E>O (N 0 achieved in
1l1]1]1] |olal2|1] |olo|1]|1]| |olo|ol1 10 steps

Figure 14 - An example of optimizing the solution process of the snake method
Source: author's development

Conclusions. The results of the study showed that applying logical analysis to each

combination in 4x4 and higher dimensionality matrices in order to find the optimal next step
is a complex and inefficient process.
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To solve the problem at hand it is necessary to find non-standard approaches such as
the method of identifying distinct features and using them in the course of the algorithm
development; the method for allocating cells with code «1» or «0» in the input matrix along
with their enumeration rules and developing on this basis the rules for finding the successful
sequence of actions (i.e. «stream» and «snake» methods). When optimizing these algorithms,
it is necessary to analyze the current combinations and either timely interfere in the process
(like in the sign method) or pre-process the input matrix in order to optimize the number of
cells with code «0» or «1» (like in the «snake» method).
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JocaixKeHHs] MeTOIiB PO3B’si3aHHA irop-rooBosomok Tumny «Flip-Flop»

Mertoro cTaTTi € BU3HAYECHHS METO/IIB PO3B’I3aHHS 331441 3BEACHHS JOBLUTFHOI KOMOIHAIT KOIIB MaTPHIT],
3 MiHIMaJIbHUM YHCIIOM KPOKIB, 10 onHUX «0» abo «1» Ta moOy/10Ba aaropuTMiB, siki 3a0e3mnevars 1eit mpoiec.

Sk mokasana mpaktuka rpu «Flip-Flop», mocsrHeHHs MeTH - 3BEJCHHS JOBiINBHOI KOMOiHaii KOMIiB
MaTpHli, B pe3yJbTaTi KiHIIEBOTO YUCIa KPOKIB, /10 OJHUX HYJIB» a00 €OJMHUIB», IIUIIXOM aHali3y CHTYaIlii
OTPUMAaHUX Micisl KOXKHOTO KPOKY, € 3aJauero He MpocToro. JIoriky 3MiHn KoMOiHaLil Ha ABa, TPU KPOKH yIIepen
BaKKO TepesbaunTh, TaK AK HaBiTh B MaTpuili 4 X4 3 KOKHHM KPOKOM OJHOYACHO 3MiHIOETHCSA BMICT CEMH
koMipok i3 16. Tomy, 6e3 BU3HAUEHHS aJTOPUTMY ITOCIIIOBHOCTI [iif, 3a1a4a po3B’I3aHHS JaHOI TOJIOBOJIOMKH,
HaBITh TIPH HEOOMEKEHOMY YHCIi KPOKiB, HE 3aBXKAHM IOCSHKHA. 3 METOI0 BH3HAUYCHHS METOMIB PO3B’SI3aHHS
3a/madvi - aNropuTMiB BUKOHAHHS ITOCTIOBHOCTI [ilf, SKi TapaHTOBaHO a00 3 MiHIMAJBHOIO KUTBKICTIO KPOKiB
3abe3neuath hopmyBanHs «0»-1 200 «1»-i MaTpuIll Ha OCHOBI JOBUIBHO 33JaHOT MOYAaTKOBOT KOMOIHAILi1, OyII0
JIETAILHO O JIOCII/DKEHO Ipolec (popMyBaHHsS KOMOIHAIH JBIMKOBUX KOJIB MAaTpHIll Po3MipoM M X N mpH
aKTHBaIil OKpeMHX ii KOMIPOK 1 METO/IiB IIPUHHSTTSI PillICHb.

Y po0oTi pHUBE/ICHI PE3yIBTATH TOCIIKCHHS METOIB PO3B’I3aHHS KOMIT FOTEPHUX IrOpP-TOJIOBOJIOMOK
tuny «Flip-Flop» 3 marpunsamu posmipom 3x 3, 3x4, 4 x4 3 BuKkopHUCTaHHAM METOAIB JOITYHOIO aHAJi3y
CHUTYaIliif, KOMOIHATOPHUKH Ta TUCKPETHOI MATEMAaTHKH. 3’ICyBaJH, 1[0 3aCTOCYBAHHS METO/Y JIOTIYHOTO aHAIi3y
KOHOi ITOTO4HOT KOMGiHawii, SKuil T06pe TpaIoe B MaTpHIsX po3MipoM 3X 3, B marpuusx 4 x 4 i pume, s
NPUAHSATTS ONTUMAJIBGHOTO PIIICHHS NPH BH3HAYCHHI HACTYITHOTO KPOKY, € MPOLECOM CKJIAIHHM 1 HEe(EKTUBHHM.
Tomy BHPIIIMIN OTyKaTH aJITOPUTMH y BU3HAYCHHI MTOCTIHOT MOCITITOBHOCTI /Iiif 32 IEBHOIO 03HAKOIO. Po3rmsHymm
Ta NpOAHANII3yBaJId METOM BUIUJICHHS IIEBHUX O3HAK, METOJ «CTPYMKa» Ta METOJ «3MIHKM».

200



ISSN 2664-262X IlenrpanbHOyKpalHChKNil HayKoBui BicHuK. Texuiuni Hayku, 2019, Bum. 2(33)

BukoHaH1 HOCIPKEHHSI TOKA3aJIH, 1110 JJIs OMTHUMI3aIlii KiITbKOCTI KPOKIB, IPH 3aCTOCYBaHHI BKa3aHUX
AITOPUTMIB, HCOOXITHO aHAII3yBaTH MOTOYHI KOMOIHAIIIT 1 CBOEYACHO BMIIITYBaTHCS B IPOIIEC, 00 MOMEPEIHBO
00pOOUTH BXIiJIHY MaTPUIIIO, 3 METOIO ONTUMI3allii KIIBKOCTI KOMIpOK 3 Kojamu «0» a6o «1».

KOMIT I0TepPHi irpu-roao0BoI0MKH, JOTiYHMIl aHATI3 cUTyaliii, kKoMOiHATOpHKA, THCKPeTHA MATEMATHKA
MeTO/ BUJAJIEHHSI 03HAK, METO/ KCTPYMKA», MeTO/ «3MiliK1»
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M cnoap30BaHUE CTATUCTUUECKUX METOAOB B CUCTEME
paJroynpaBiIeHUs pOOOTOTEXHUUYECKUM 00BEKTOM

[TpuBenena peanu3anusi CUCTEMbl YIPABICHUS PaJUOYIPABIIEMbIM OOBEKTOM B YCJOBHSIX IOTEPU
CBSI3U C omeparopoM. B oOmuii KOHTYp paanoynpaBiieHns] 0OBEKTOM BBEJICH JIOKAJIBHBIH PEryJsiTop, KOTOPbIHA
MO3BOJIMJI  CTAa0MIIM3MPOBATh OOBEKT YIPABICHUS B YCJIOBHSIX AaBTOHOMHOIO aBapuifHOro pexwnma. Jlis
YMEHBIICHUS] BIMSHUS CIyYalHBIX BO3MYIIEHMH Ha OOBEKT YNPABICHHS B CHCTEMY YIIPABICHHS BBEICH
CTaTHCTHYECKUN OJIOK, peayu3yIOmuil IMOJOKEHUsI TEOPHN MPHHATHS CTATUCTUYECKHX THUIOTE3. YMEHBIICHO
BpEeMsl PEaKIMM CHCTEMBbl Ha M3MEHEHHME 3HAUCHHUS 3a/AIOIIETO BO3JACHCTBHSL. Pa3ieneHbl HUKIBI MOIYIEHHS
3aJJaf0MIET0 BO3ACHCTBUS U IIUKJIIBI YIPABICHNS CEPBOMPHBOIAMHIL.
cucTeMa YNPABJICHUS, CEPBONPHUBOJ, JIOPT, 00bEKT, CTATUCTHYECKAsSI THIIOTE3a

B.B. CmipHoB, gou., kana. TexH. Hayk, H.B. CmipHoBa, 11011., KaH[. TEXH. HayK
Lenmpanvroykpaincvkuti HayionanbHull mexuivHuil yHisepcumem, m Kponusnuyvxuii, Yxpaina

BuxopucTaHHsi CTATHCTHYHUX METOAIB B CHCTeMi paaioynpaB/iHHA PoOOTOTeXHIYHUM

00'exTOM

HaBeneno peamizariist cucTeMn yIpaBIiHHSI KEPOBAHUM IO pajio 00'€KTOM B YMOBaxX BTPATH 3B'A3KY 3
orepaTopoM. Y 3araibHUN KOHTYP PaioynpaBiliHHSA 00'€KTOM BBEICHHUH JOKAIBHUN PETYIATOP, STKUH T03BOJIUB
cTaburi3yBaT OO'€KT yMpaBiiHHSI B YMOBaX aBTOHOMHOTO aBapiifHOTO pexumy. s 3MEHIIEHHS BIUIMBY
BUIIAJIKOBUX 30ypeHb Ha O0'€KT YNpaBIiHHS B CHCTEMY YIPABJIIHHS BBEJICHUH CTAaTUCTUYHHUH OJIOK, SKUI
pealtizye MOJOXKCHHS TEeOpii MPUAHSTTA CTATUCTUYHUX TiMOTe3. 3MCHIICHO Yac Peakilii CUCTEMH Ha 3MiHY
3HAYEHHs BIUIMBY IO 3aJa€Thcs. PO3MUICHI HMKIM OTPUMaHHS BIUIMBY IO 33JA€THCS 1 IUKIM YIPABIIHHS
CEepBOIPUBOIAMH.
cHCTeMa YNPABJIiHHS, CEPBONPUBI, JIOPT, 00'€KT, CTATUCTUYHA TinoTe3a

ITocTanoBka npoOJembl. B HacTosIee BpeMs CyIIECTBYET MHOTO Pa3sHOBUIHOCTEN
HEJOPOTMX CHCTEM PpaTUOYIpPABIECHUS POOOTOTEXHUUYECKMMH OOBEKTAaMHU Pa3IMuHOTO
Ha3HaueHus. B cocraBe cucTeMbl paguoOyIpaBiICHUS HAXOAMUTCS OIEPATOp, KOTOPLIA H
OCYUIECTBIISIET yNpaBieHUE OOBEKTOM MpPU BU3YaJbHOM KOHTAKT€ C HUM WU IO JAHHBIM
TEJIEMETPUH.

B Ttakoil cucreme ymnpaBlIeHHs OIEpaTop SBIIAETCS 3aJaTYMKOM M PETYJISITOPOM.
Omnepatop nepenaer 00bEKTy 3ajJarolliee BO3JEHCTBUE U B MPOLECCEe YHPaBICHUs OOBEKTOM
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