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Synthesis of Modal Control of Multidimensional Linear
Systems Using Linear Matrix Inequalities

The paper gives a solution to the problem of constructing modal regulators for linear multidimensional
systems that provide D-stability (asymptotic stability) of the control object. The control is represented as
regulators providing feedback on the output of the control object, and uses the full and low order observers of
Luenberger. To calculate the matrices of the regulators, we use the technique of linear matrix inequalities and
generalize the Lyapunov stability concept (D - stability). The theorems are given which give necessary and
sufficient conditions for D - stability of the controlled system.

The constructive solution of the synthesis problem D - stabilizing (modal) regulators according to the
measured output of the control object, based on the construction of observers of the state of the object of the
complete and reduced order, is given. The solution is based on the use of the theory of linear matrix inequalities
(LMI). For numerical simulation of the resulting modal regulators you can use effective methods of convex
optimization and corresponding software that is included in a number of application packages, in particular, in
the MatLab system. In this paper we describe methods for solving not only the direct problem of modal control,
when the choice of parameters of a regulator is ensured by the coincidence of the roots of the characteristic
equation of a closed system with a predefined set of complex numbers located on the left side of the complex
plane, but also other problems of modal control, in which the requirement the exact placement of the roots in the
left integrated half-plane is not superimposed, but only their membership in certain specified areas is required.
Such areas, described by a system of linear matrix inequalities (LMI), are called LMI domains.
dynamical system, modal control, regulators, D - stability, Luenberger observers, linear matrix
inequalities, kroneker product of matrices
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Cunre3 MOJAJBHOI'0 YIIPpABJICHUA MHOI'OMEPHBIMH JUHEHHBIMH CHCTEMaMH C

HCIO0Jb30BaHHEM JTHHEHHBIX MAaTPUIHBIX HEPABCHCTB

Jaetcs pelieHne 3a1a4y MOCTPOEHUsI MOJAIBHBIX PErYJIATOPOB A JIMHEHHBIX MHOTOMEPHBIX CUCTEM,
obecrneunBaromux D - yCTOWYHBOCTH (ACHMITOTHYECKYIO YCTOMYMBOCTH) OOBEKTa yIpaBICHUs. YTpaBICHHE
NPE/ICTABICHO B BUJE PETyJSTOPOB, 0OECIIEUNBAIONINX OOPATHYIO CBS3b 110 BBIXOAY OOBEKTa YIpaBICHUS, U
ucrone3yer Habmomarenn JlyenOGeprepa IOJHOTO M ITOHMKCHHOTO MOpsAKA. Jlias BBIYMCIEHUS MAaTpPHIL
PETyIsATOPOB HCIIOJIB3YETCS] TEXHUKA JIMHEHHBIX MaTPUUHBIX HEPABCHCTB M 0000LICHUE TIOHATHS YCTOIYNBOCTH
no JlsmynoBy (D - yctoitumBocTh). IlpuBeneHHbIe TeOpEeMbl 1al0T HEOOXOMUMBIE U JOCTATOYHbIE yciaoBus D -
YCTOMUUBOCTH YIPABISIEMOH CUCTEMBI.

B pabote maercs KOHCTpYKTHBHOE pelICHHME 3agaud CHHTe3a D - cTaOMIm3upyromux (MOJAIbHBIX)
PEryasaTOpPOB MO H3MEPSIeMBIM BBIXOJOM OOBEKTa YIpaBICHHS, OCHOBAHHOIO Ha TIOCTPOCHUH HaOmogaTesei
COCTOSIHHSI 00BEKTa ONPEICIIEHHOT0 ops/Ka. Pemenne moay4eHo Ha OCHOBE HCIIOIb30BAHMS TEOPUH JIMHEHHBIX
MaTpuuHBIX HepaBeHCTB (LMI). [ 4YncIeHHOro MOIETHpPOBAHUS IIONYYEHHBIX MOJAIBHBIX DETYIISTOPOB
MOXHO HCIIOJIb30BaTh METOIBl BBIMYKIOH ONTHMH3alMM M COOTBETCTBYIOLIEE IPOTpaMMHOE oOOeclieucHHe,
KOTOPOE BXOJUT B PSII MAKETOB NMPHUKIATHBIX IPOTPaMM, B YaCTHOCTH, B cuctemy MatLab.
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OnmcaHbl METOIBI pEeIIeHUs HE TOJNBKO IMPSIMOI 3aadd MOJAIFHOTO YIPAaBJICHUS, KOTJa BBIOOPOM
MapaMeTpoB PEryyisiTopa 0OecreunBaeTCcsl COBIMAJCHHE KOPHEH XapaKTepUCTUUYECKOIO YpPaBHEHUS 3aMKHYTON
CHUCTEMBI C TPEABAPHUTEILHO 3aJlaHHBIM HA0OPOM KOMIUIEKCHBIX YHCEJ, PACIIOJIOKEHHBIX B JIEBOM wYacTu
KOMIUICKCHOHM IUIOCKOCTH, HO M JPYIHX 3a]la4 MOIAJIbHOTO PETyJIHUPOBAaHUSA, B KOTOPHIX TPEOOBAaHUE TOYHOIO
pa3MeleHusl KOpHEH B JIEBOM KOMIUIEKCHOW MOJYIUIOCKOCTU YK€ HE HAKJIaJbIBAeTCS, a HY>KHA TOJBKO HX
NPUHAICKHOCTh K HEKOTOPBIM 3aJaHHBIM OO0JIACTSAM, OIKMCHIBAEMBIM CHUCTEMOW JIMHEHHBIX MATPUYHBIX
HEPaBEHCTB U Ha3biBaeMbIXx LMI- obmactsamu.

JUHAMHMYECKasi CHCTeMa, MOJAAJbHOe YyNpaBjieHHe, peryiasaTopel, D - ycroiiumBocTh, HalIIOAATEH
JlyenGeprepa, JuHeiiHbIe MATPHYHbIE HEPABEHCTBA, KPOHEKEPOBO MPOU3BeIeHNe MATPHIL

Introduction. Often, in control tasks from the set of stabilization controls, it is
necessary to select a subset, which provides for the system additional properties. Such
property may be, for example, the location of the roots of the characteristic polynomial of a
closed system in a given region of the complex plane. Control having such additional
properties is called modal control, and the regulator that provides it is considered modal.
Modal control relates to the root methods of linear ACS synthesis, in which, based on the
desirable indicators of the quality of control, the desired characteristic polynomial is
constructed, and hence the location of the roots of the characteristic equation is determined.
Characteristic values of the roots of Latin are called modes, hence the name of the regulator
and control - modal.

Formulation of the problem. The following statement of the problem is possible: the
choice of control parameters provides for the exact coincidence of the roots of the
characteristic equation of a closed system with a predefined set of complex numbers located
on the left side (condition of stability) of the complex plane. Such a task is sometimes called
the direct task of modal control. In this paper, we describe the following methods for solving
other problems of modal regulation, in which the requirement of the exact placement of the
roots in the left integrated half-plane is not superimposed, but only their membership in a
given domain is required. As noted above, the task of modal control is related to the
construction of a regulator, in which the poles of the closed system are located at given points
or given areas of the complex plane. The values of such characteristics of a closed system as
the transition time, damping, the velocity of transient processes in the regulator, and others
are determined by the arrangement of the eigenvalues of the matrix of the closed system in
certain areas of the complex plane.

The purpose of the article is to consider the problem of modal control in such areas,
which can be described by a system of linear matrix inequalities - these areas will later be
called LMI-domains [1,3,4,5]. It can be shown that these areas include vertical and horizontal
bands, circles, conical sectors, as well as sections of these areas.

Presenting main material. One of the effective methods for solving problems of
modulation control synthesis is connected with the use of Lyapunov quadratic functions and
the technique of linear matrix inequalities.

The general approach to the modal control synthesis is based on the use of LMI. It
turns out that the domains of a certain type on the complex plane in which it is necessary to
place the eigenvalues of a matrix of a closed linear system can be described by linear matrix
inequalities, that is, as LMI-regions, first recording the necessary inequalities with respect to
the variables, and then executing their replacement on some matrices by a special substitution.

In the general case, consider the formal procedure for obtaining linear matrix
inequalities that determine the criteria for placing all eigenvalues of the matrix of the control
object in the required LMI domain. Note that for numerical solution of the obtained linear
matrix inequalities, existing effective algorithms that are implemented in some mathematical
packages, in particular MatLab [1.8], can be used.
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In the general case, consider the formal procedure for obtaining linear matrix
inequalities that determine the criteria for placing all eigenvalues of the matrix of the control
object in the required LMI domain. Note that for numerical solution of the obtained linear
matrix inequalities, existing effective algorithms that are implemented in some mathematical
packages, in particular MatLab [1.8], can be used.

Let's introduce the concept of LMI-area. Let D be some area of the left integrated half-
plane. A dynamical system will be called D-stable if all its poles, that is, all the eigenvalues of
the matrix, lie in the domain D. In this case, the matrix A will also be called D-stable. In a
particular case, when D coincides with the entire left-most complex half-plane, D-stability is
reduced to asymptotic stability, which is characterized by the Lyapunov inequality, which is a
linear matrix inequality. Namely, the matrix 4 is asymptotically stable if and only if there
exists a symmetric matrix X satisfying the inequalities

AX + XA" <0, x>o0.

Define a class of domains that are characterized in terms of linear matrix inequalities.
To do this, we introduce the matrix functions of the complex variable into consideration
ze(C (C- a set of complex numbers) that take values in the space of self-connected
Hermitian (m x m ) - matrices (Hermit Charles, 1822 - 1901)

f,(2)=P+zG+zG", (1)

where P=P" € R™" and G € R™™ — given matrices (R™" — set of real matrices of

dimension m xm), z — combined complex number.
Domain

D={zeC: f,(z)<0} ()

called LMI-domain generated by the function f,(z), which is often called the characteristic

function of the domain D.
From this definition it follows that the LMI-domain is a subset of a complex plane that
is represented by a linear matrix inequality with respect to variables x = Re(z) and y =Im(z).

Consequently, the LMI-domain is convex. Also, because of any zeD takes place
fp(z) = f,(2) <0, then the LMI-domain is symmetric with respect to the actual axis.

The most important property of LMI domains is that they are completely determined
in terms of linear matrix inequalities with respect to some symmetric positively defined
matrix. In order to get these inequalities, we will match the function f, (z) the next (m xm )-

block matrix
M(A,X)=PRX+G®(AX)+G" ®(x4"), (3)

where "® " — the operation of the kroneker product of matrices (Kronecker Leopold,
1823 - 1872).

Recall that the kronecker product matrix is called block matrix, formed by multiplying
each element a; of the matrix A4 on the matrix B [2]. Given this, note that blocks of the matrix

M (A, X) can be written in the form
— T oL
M (A4,X)=p,X+g,AX +g,X4", i,j=12,.,m, 4)

143



ISSN 2409-9392 Machinery in agricultural production, industry machine building, automation, 2018, Col.31

where p,, g, —the elements of the matrices P and G, respectively.

To construct modal regulators that provide the stability of control objects, it is
important to prove Theorem 1 of stability [3.5,7].
Let D — LMI-domain. Then the matrix 4 is D - stable if and only if there is a matrix

X = X7 which satisfies the linear matrix inequalities
M(4,X)<0, X>0. (5)

If the matrix (5) is multiplied left and right on the matrix £®Y, where E — unit

matrix, ¥ = X', then taking into account the properties of the operation of the kronecker
product after a series of transformations we obtain the criterion D - stability of the matrix A4

L(4,Y)=P®Y+GQ(YA)+G ®(4'Y)<0, Y=Y">0. (6)

On the basis of Theorem 1 one can propose the following algorithm for constructing
LMI - domains that determine the D-stability criterion of the system x(¢) = Ax(¢):

1. A characteristic function f, (z)of the form (1) is constructed so that the set D
generated by it has the desired form.

2. Using substitution (1,z,Z) <> (X, 4X,XA") the function f,(z)of the block
matrix M (A4, X)of the form (3) are brought into conformity.

3. A system of matrix inequalities of the form (5) (or (6)) is formed and is solved
with respect to the matrix X (or Y).

4. In accordance with the above theorem 1 we conclude that D is the stability of a
multidimensional linear system x(#) = Ax(¢).

Note one important property of the LMI - domains: LMI - the domains are locked in
relation to the intersection operation, that is, the intersection of the LMI - the domains will
also be LMI- domain.

Consider some important examples of constructing an LMI domain.

As a first example, consider the set D, :{ZGC : Re(z)<—,u} (Fig.1.a) which

corresponds to asymptotically stable systems with a degree of stability no less s Obviously,
this domain generates a function f),(z)=z+Z +2u, and according to Theorem I, the

matrix 4 is asymptotically stable with a degree of stability not less u if and only if there is a
matrix X = X", which satisfies the linear matrix inequalities of the form (5)

AX +XA" +2uX <0, X >0.

Another example of the LMI domain is D, = {z eC: |z+¢gk r} — inside the circle
with a radius 7 centered at the point (—¢,0) ( Fig.1.b). For this domain

£ ()= -r  gq+z <0
& q+z -r

and the linear matrix inequalities (5) characterizing this region take the form

—rX gX + AX
X + XA" x )0 0
qX + —r
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Figurel - Examples of LMIs are domains of stability

Vertical strip Dy ={z€C: — 1, <Re(z) <— } (Fig.1.c) matches the function
(z+2)+2u 0
I, (2)= 1 _
0 —(z+2)-2u,

and, respectively, linear matrix inequalities

T
AX + XA +2u X 0 <0. X>0.
0 —AX - XA" -2, X

Horizontal ~half- strip D, ={zeC: Re(z)<0, —v<Imz<v} (Fig.l.d)
corresponds to the characteristic function

[ 2 z—z
In(2)= (—(z ~7) -2v J

and linear matrix inequalities

[ 2vX AX — xA”

, <0, X>0.
—AX + XA -2vX
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Finally, to the conic sector Ds = {z € C: Re(z)tge < IlImzI} (Fig.1.e) corresponds the
function

A (z)=( (z+Z)sing (z—E)cosgoJ

—(z—z)cos@p (z+z)sing

and linear matrix inequalities
(AX + XA )singp  (4X — XA")coso
—(AX —XA")cosp (AX + XA )sing
Apply now to the apparatus for synthesizing modal control of the linear system for a
given LMI- domain. The classical approach to the synthesis of linear feedback (regulators) in
the state space is associated with the canonical representation of the controlled object and the
construction of a modal control (controller) that provides the given eigenvalues (mods) of the
matrix of a closed system. Then the construction of the modal control reduces to the finding
of the characteristic polynomial of the matrix A4, the choice of the canonical basis, and the
solution of the system of linear equations. At the same time, an alternative way of
synthesizing stabilizing regulators is possible, based on the application of the theory of linear
matrix inequalities and effective algorithms for their solution, implemented, for example, in
the MatLab package [6,8].
Let the control object be described by the equation

dx(t)
dt

J<o, X>0.

= Ax(t)+ Bu(t), (7

Where x(z) € R" - state of the regulator, u(¢) € R™ — control.

The task is to choose the law of management u(z) from the class of linear feedback on
the state of the form
u(t) = Kx(1) (8)

where K — the matrix of the parameters of the regulator corresponding to the order in
which the matrix of the closed system (7), (8) will be D-stable, that is, all its eigenvalues of
the roots lie in the given LMI- domain.

According to Theorem 1, the problem of D-stability is reduced to the finding of the
matrices X=X">0 and K, satisfying inequality M(4+BK, X), which is nonlinear in relation to
these matrices. However, if you enter the notation Z=KX, then the last inequality can be
imagined as a linear matrix inequality of the form

M(A+BK,X)=PQX+GQ((A+BK)X)+G" ®(X(A+BK)")=
=PRX+G®(AX +BZ)+G ®(AX +BZ) =PO®X +G®(AX)+G®(BZ)+
+GT ®(AX) +G" ®(BZ) =M (4, X)+G®(BZ)+G" ®(BZ)" <0

on unknown matrices K and Z. After these matrices are found, the desired matrix of the
parameters of the regulator is like K= ZX".

Let's consider another approach to the synthesis of D-stabilizing regulators based on
the measured output, based on the construction of observers of the state of the object. Let's
start with Luenberger's observers in complete order.

For a controled object
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{x(r) = Ax(t) + Bu(t), )
y(1) = Cx(2),

(where x(t) € R" -state of the regulator, u(t)€ R™ — control, y(¢)€ R” — the measured

output of an object) we choose a regulator in the form of an observer of the state of
Luenberger of complete order

x,(1) = Ax, (1) + Bu(t)+ L(Cx, (1) — y(1)),
u(t) = Kx, (1),

(10)

where x.(¢) € R" — state of the regulator.
It is necessary to define matrices and so that the closed system (9), (10) is D-stable.
We introduce the vector of inconsistency e(?) = x(¢)—x,(¢) and as a state of a

T . : :
closed system we choose a vector (xT (t),e" (t)) , which satisfies the generalized equation

d(x(t)) (A+BK —-BK \(x(1)
E(e(z)]_( 0 A+LCj(e(t)j

Obviously, for D - stability of this system, it is necessary and sufficient that the matrices 4 +
BK and A + LC be D - stable. Applying now to the matrix 4 + BK of Theorem 1, in which the
criterion of D-stability is given in the language of linear matrix inequalities, we arrive at the
following form of LMI

M(A+BK,X)=P®X,+GQ((A+BK)X,)+G" ®(X,(4+BK)") =

(11)
=M(4,X)+G®(BZ)+G" ®(Z/B") <0,
where Z, = KX

Applying to the matrix criterion D - stability in the form of inequality (6), we obtain another
LMI

L(A+LC,X,)=PR® X, +GR(X,(A+LC)+G" ®(4+LC) X)) =
=L(A4,X,)+G®(Z,0)+G" ®(C"Z])<0,

where Z, = X, L.

Thus, we arrive at the necessity of derivation of Theorem 2.

It 1s necessary and sufficient that the linear matrix inequalities (11) and (12) be solved
with respect to the variables in order for the object (9) to be D-stabilized by means of the
controller at the output of the form (10) X, = XIT >0, Zand X, = XzT >0, Z,. Inthe case
of the possibility of solving these inequalities, the parameters of the regulator are as follows

K=7ZX;', L=X,'Z,.
We now synthesize a regulator based on the Luangenberger observer of incomplete

order [1,5]. Suppose that in the control object (9) the rank of the matrix C is (p <n). Consider
an observer

(12)

dz(t)

= Fz(t)+ TBu(t) + Qy(1), (13)
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where z(t) € R', [ =n— p— observer state, y(¢) and u(r)— the measured output and
control in the object (9), and the matrices £, T and Q satisfy the matrix equation

TA-FT =0QC. (14)

Re-enter the vector of inconsistency e(#)=z(¢#)—7x(¢#) and note that due to the

equations of the object and the observer for him equality is fulfilled
de(t)
P Fe(t)-

Thus, if the matrix F'is a D-stable, then the vector z () asymptotically tracks the vector
Tx (¢) and in combination with the vector y () gives an estimate of the state vector of the
object.

To simplify, but not diminishing the generality, we will accept C = (EpOpxl), where £, —
unit matrix of dimension p. Note that this can be achieved by replacing the variables
accordingly. We break the matrix 4 and B into blocks

A:(An A12]’ B:[Bl)’
4, Ay B,

BsKUX Aj € R°?, Bie RF™ ™ (the orders of other blocks are determined in an obvious manner).

Choose the matrices F, 7, and Q, which satisfy the equation (14), in the following way
F=4,+LA,, T=(L E)), OQ=4,+LA4,—(4,+LA4,)L, (15)

where the matrix L should be determined from the condition that the matrix F' be D-stable.
In accordance with the chosen choice, we introduce the equation of the regulator (control) in

the
dx (t
form xc}t( ) _ (Ayy + LAy ) x, (1) + (B, + LB, Yu(t) +[ Ay, + LAy, —( Ay, + LA, ) L] y(1)

u(t) = Kx, (1) + K, y(2), (16)

where the matrices K; and K> must be determined from the condition of the D-stability

of the closed system (9), (16). Substituting the equation of control into the output system and
taking into account that x _(¢) = 7x(¢) + e(¢) , we will get

dx(t) _ (A+ BK)x(t) - BK,e(?),
de(t) _
- = Fe(t),

where K =(K,+K,L K,).

Thus, the matrix K is based on the condition that the matrix 4 + BK is D-stable, and
then, taking into account the already found matrix L, the matrices of the regulator K; and K>
are determined. Applying now Theorem 1 and the technique of derivation of Theorem 2, we
arrive at the following theorem 3.

In order for an object described by system (9) to be D-stabilized by means of a
regulator on the output of the reduced order of form (16), it is necessary and sufficient that the
linear matrix inequalities

M(A+BK,X,)=M(A4,X)+G®(BZ)+G" ®(Z/B")<0,
L(Ay +LA,, X)) =L(A,, X))+ G®(Z,4,)+G" ®(4,Z2])<0
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were solved with respect to matrix variables X, =X/ >0, Z, and X,=X!>0, Z,,

where the matrix M (A4,X,) and L(A4,,,X,) are determined by formulas (3) and (6)
respectively. In the case of the possibility of solving these inequalities, the parameters of the
regulator are as follows
K =H,, K,=H,—H,L,
where
H=(H, H,)=ZX,', HeR",H,eR™, L=X,'Z,.

Conclusion. Thus, the use of the Luenberger observers allows for the synthesis of D-
stable regulators for the complete and reduced order of the Leuvenberger observers on the
basis of solving only linear matrix inequalities.
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CuHTEe3 MOJAJBLHOI0 KepyBaHHSl OaraTOBUMIPHUMM JIIHIHHMMH cHCTeMaMHu 3

BUKOPHCTAHHAM JIIHIHHNX MATPUYHHUX HepiBHOCTeH

JaeTtbest po3B’sI30K  33/1a4i MOOYJ0BM MOJAJIbHUX PETYJIATOPIB IS JIIHIMHUX 0araTOBUMIpHUX CHUCTEM,
mo 3abe3neuyloTh D- CTIMKICTh (aCHMNITOTHYHY CTiHKicTh) 00'€kTa KepyBaHHsA. KepyBaHHS IIpEACTaBIICHO Y
BUIJISIL PEryJsiTopiB, 0 3a0e3NeUyoTh 3BOPOTHHUI 3B'SI30K 32 BUXOJOM 00'€KTa KEpyBaHHS, i BUKOPHUCTOBYE
cnocrepirayi JlyenGeprepa MOBHOrO 1 3HMXKEHOro NOPAAKY. /[l OOUYMCIEHHS MaTpullb pPEryJsITOpiB
BUKOPDHCTOBYETBCSl TEXHIKa JIHIHHMX MaTpUYHUX HEPIBHOCTEW 1 Yy3arajJbHEHHS TIOHATTA CTIHKOCTI 3a
JlsamyHoBuMm (D - crifikicts). HaBemeni Teopemu, mo naroTh HEOOXimHI i AOCTaTHI ymMOoBH D - cTifiKoCTi
KEpOBAaHOI CUCTEMH.

B po6oTi maeThcsi KOHCTPYKTHBHHH PO3B’S30K 3anadi CHHTE3y D - cTabimi3yBabHUX (MOJAIbHHX)
PETYIATOPIB 32 BUMIPIOBAHUM BHUXOJOM 00'€KTa KEpYyBaHHS, 3aCHOBAHMH Ha TOOYIOBI CIIOCTEpIiradiB CTaHy
o0'ekTa TEBHOrO TOPSAAKY. PO3B’S30K OTpUMaHO HAa OCHOBI BHUKOPHCTaHHS Teopii JTIHIHHMX MaTpUIHHX
HepiBHocTedi (LMI). [lnmsi d9wWcensHOTO MOIETIOBAHHS OTPHUMAHUX MOJAIBHUX PETYISATOPIB  MOXKHA
BUKOPHCTOBYBaTH €()eKTHBHI METOAN ONMYKJIOI ONTUMI3awii i BIANOBIHE MporpaMHe 3a0e3MeYeHHs, sIKe BXOANTD
JI0 psiAy MaKeTiB MPUKIIQJHUX IIPOTrpaM, 30KpeMa, B cuctemy MatLab.

OnucyIoThCS METOAM PO3B’SI3aHHS HE TUIBKH NPSIMOI 3aadi MOJAIBHOTO KepyBaHHS, KOJNW BHOOpOM
napaMeTpiB peryisTopa 3abe3nedyeTbesi 30ir KOPEHIB XapaKTepUCTUYHOIO PIBHSHHS 3aMKHEHOI CHCTEMH 3
HOMEepeIHhO 3a/laHMM HaOOPOM KOMILIEKCHUX YHCENl, PO3TAIIOBAHUX B JIIBIM YacTHHI KOMIUIEKCHOI IUIOLIMHH,
ale 1 IHMMX 3a7a4 MOJAIBHOTO PETYIIOBAHHSA, B SIKUX BHMOTa TOYHOTO DPO3MIICHHS KOPEHIB B JIiBii
KOMIUIEKCHOI TIBIUIONIMHI BXKE HE HAKIAJA€ThCs, a MOTPIOHA JMIIE iX MPUHANEKHICTh A0 NEAKHX 3aJaHUX
obnacreir. Taki oOnacti, omucaHi CHUCTEMOIO IJIHIHHAX MaTpPHYHUX HEpPIBHOCTEHW,  HasuBawTbes LMI-
o0yacTIMH.

JUHAMIYHA CcHCTeMa, MoOJajibHe KepyBaHHs, peryJjsitopu, D - crilikicTtb, cmocrepiraui JlyenGeprepa,
JiHilHI MATPUYHi HepiBHOCTI, KPOHEKePOBHii 100yTOK MATPHIIb
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[nenTudikaiis JIHEAPU30BAHOI MOJENl  JUHAMIKA
KOHTpOJIEpa Ta TEPMOPETYIIOBAIIBHOIO BEHTHIIIO (PipMH
Danfoss 3a J7aHMMM TaCUBHOT'O €KCIIEPUMEHTY

Merta ctaTTi moJysrae y 3abe3nedeHHi KOHCTPYKTOPIB Ta JOCIiAHUKIB POOOTH CHCTEM aBTOMAaTH3aIlil
IpoIecy KepyBaHHS XOJIONWIBHUM OONaTHAHHAM 3 OJHHUM TEPMOPETYTIOBAIFHUM BEHTHIEM BUXITHUMU
JaHUMU TIPO JiHEapH30BaHy MOJIENb AWHAMIKH KOHTPOJIEpPA Pa3oM 3 PEryNIOBaJIbHUM OpraHoM. IneHtndikamis
BUKOHAHA y Tpu eTanu. Ha mepriomy erami Ha OCHOBI JaHWX MAaCHBHOTO €KCHEPUMEHTY OJIEpKaHi CIEeKTpaIbHi
Ta B3a€MHI CIIEKTpaJIbHI IIITBHOCTI cUrHaliB. Ha apyromy erarmi, Ha OCHOBI pe3yJIbTaTiB MEPIIOro, BHU3HAYEHI
nepenaToyHi (YHKIII elIeMEeHTIB cucTeMH Ta (opmyrodoro ¢ineTpy 3aBaa. Ha TpeTbomy eTami BHKOHaHA
Bepu(ikamis pe3ynpTariB igeHTU(IKAII], TPU SKili BUKOPHCTOBYBAIUCH €KCIICPUMEHTAJbHI JaHI Ta OfepiKaHi
nepeaaToyHi QyHKIT Ha JPYyroMy eTarli.
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